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A frustration potential is a sum of interactions the terms of which are not 
simultaneously minimized even in the ground-state spin configurations. Ising 
models with such potentials can be discussed by the use of contours. The Peierls 
condition for the phase transition can be properly generalized, taking into account 
the presence of zero-energy contours. Frustration has some special features in two 
dimensions, which we study in detail. The connection with models of spin-glasses is 
discussed. 
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1. I N T R O D U C T I O N  

The Peierls a rgument  m for the existence o f  a phase transit ion was originally 
elaborated for the two-dimensional  Ising model  ; however,  it proved to be very 
useful in many  other  cases. The most  successful generalization was made by 
P i rogov  and Sinai ~2) a few years ago. By applying a suitably modified 
definition for the contours  which played a key role in the Peierls argument ,  
they proved the Gibbs phase rule for  a large class o f  classical lattice systems. 
Their results follow f rom the so-called Peierls condit ion imposed on the 
contours ,  requiring that  the energy of  a con tour  is p ropor t iona l  to the measure 
o f  its extension over the lattice (its length, so to speak). In order  to carry 
th rough  their t reatment  they had to confine themselves to the s tudy of  models 
with periodic, finite-range potentials and a finite number  o f  periodic g round  
states. However ,  it is easy to construct  interactions for classical finite- 
componen t  lattice gases (spins taking up a finite number  o f  different values) to 
which there exist infinitely m a n y  g round  states. For  instance, such a model  
emerged in the Reggeon field theory and was proven to undergo a phase 
transition/3) There is also a wide family o f  lattice systems called "f rus t ra t ion  
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204 A. SOt6 

models"  in the present physics literature(4'5) ; we are going to discuss these in 
this work. 

Consider a lattice 2~ with Ising spin configurations s ~ ~,  s: 7 / ~  { - 1, 1 }. 
Suppose we are given a nearest neighbor potential with interactions having the 
same absolute value but varying in sign: 

H ( s ) - -  ~ Jxys(x)s(y) (1.1) 
Ix yl=l 

One may assume that [Jxy] ~ 1 for nearest neighbor pairs. The choice Jxy =- 1 
corresponds to the ferromagnet;  this and any other interaction having the 
form 

Jxy = s~176 (1.2) 

with some s ~  ~ defines a phase transition model: there are two ground 
states, s o and - s ~ to which there belong different phases at low temperatures. 
I f  7/ is the two or higher dimensional simple cubic lattice, then the 
antiferromagnetic potential (Jxy =- - 1 )  can be given in the form (1.2); it 
cannot if the lattice is closed-packed, such as the plane triangular or the fcc 
one. Whatever 2~ is, one always finds infinitely many potentials which cannot 
be written as (1.2). I fEq.  (1.2) fails to hold for any s o e ~ ,  then Jx~.S(X)s(y) ~ 1 
also for any s ~ N. This implies that even in the ground states the energy of 
some of the bonds is at its higher value. The " f rus t ra t ion"  is that of the bonds 
not able to minimize their energy. 

It is easy to imagine that the deviation from (1.2) may lead to the 
appearance of two ground states s x and s 2 differing only in finite non- 
interacting sets of sites. If  the contours of any s ~ ~ with respect to s 1 are 
defined as surfaces separating the regions where s = s 1 from those where s -- 
- s  1, then we realize that s 2 is a configuration having finite contours the 
creation of which costs no energy. Such--let  us say--zero-energy contours 
trivially do not satisfy the Peierls condition ; they may be present in the spin 
configurations in sufficient numbers to destroy the possibility of  a phase 
transition. We discuss this problem in two theorems. Suppose we know that 
with respect to a given ground state the zero-energy contours cannot be 
arbitrarily long and that above some length, contours satisfy the Peierls 
condition. Then the first theorem asserts the existence of a phase transition. It 
might occur that the condition imposed on the contours in this theorem is 
satisfied in a way that there are zero-energy contours around each site. This is 
hardly possible in two dimensions, our second theorem claims. 

After giving the necessary definitions and proving a preparatory 
Proposition, we formulate these theorems rigorously at the end of Section 2. 
The proof  of Theorem 1 is contained in Section 3; Theorem 2 with three 
Lemmas is proved in Section 4. A brief discussion is left to Section 5. 
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2. DEFINIT IONS,  NOTATIONS,  A N D  THE 
F O R M U L A T I O N  OF THE RESULTS 

In our  s tudy the lattice is the (d ~> 2)-dimensional simple cubic lattice 2U ; 
the extension to other types o f  lattices needs only a slight modification, x and 
y ~ Z d are nearest neighbors if their Euclidean distance is 1. A pair {x, y} ~ Z d 
o f  nearest neighbors is an edge and is denoted by ( xy ) .  The whole set o f  edges 
of  ~_d is Q. I f  V, W ~ Z ~, then 

(V,  W ) = { ( x y ) ~ Q :  x e  V , y ~  W} 

d(V, W) is the Euclidean distance o f  V and W c 7/e. We sometimes use the 
no rm 

d 

IFxrl = ~ Ixil 
i = 1  

V and W are p-connected if d(V, W) ~< p ; and V and W are connected if they 
are 1-connected. V is p-connected if VI and 1/2 are p-connected in any 
decomposi t ion V = V 1 u Vz; and V is connected if it is 1-connected. The 
border  o f  Vis 8(V) = (V,  y_d _ V).  For  any A ~ Q the internal region of  A, 
not necessarily different f rom the empty set, is 

Int A = ~ V 

Vfinite 

The potential  is meaningful  if it is restricted to some finite volume V 
= Zd: 

Hv(S) = -- Z Jxfi(x)s(Y) (2.1) 
~xy)e(  v,2~ d)  

Let ~ ( K  s o ) = { s ~ 3 : s = s  o on 2 e - V}. An  s o e ~ is a ground state in V if 
Hv(s ~ <~ Hv(s) for any s e ~ (V ,  s~ The state s o is a g round  state if it is a 
g round  state in any finite V c g e. 

The border  o f  a configurat ion s is 

f~(s) = { ( x y )  e Q: Jxfi(x)s(y) = - 1} 

is a border  iff~ = ~(s)  for some s e ~ .  Suppose that x, y, z, v e Z d form four 
edges : ( x y ) ,  ( y z ) ,  ( zv) ,  and (vx ) .  The set o f  these edges is a square, 

<xyzv> : {<xy>, <yz>, <zv>, <vx>} 

(In the language of  gauge theory, <xyzv> is a "p laquet te . "  When dealing with 
other types o f  lattices, squares are to be replaced by the corresponding 
plaquettes.) ~ is the set o f  all squares in Z e. The termination o f  a set A ~ Q is 

( p ( A ) = { a e ~ :  l a m A [ =  1 or 3} 
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I f  ( x y z v )  ~ q~(~(s)), then 

Jx f i ( x ) s ( y ) J ,  zs(y)s(z)Jzvs(z)s(v)Jvxs(v)s(x ) -= JxyJ, zJ~vJ~x =- - 1 

Therefore the termination of a border depends only on the interaction. Let 
[ Q] denote the set of  all subsets of Q. The set of all possible borders is just that 
Q~ ~ [Q] whose elements have the common termination q~ = ~.  Let Qo be 
the set of  borders of  configurations if the potential is ferromagnetic. The 
termination of any border in Qo is the empty set. Therefore, the symmetric 
difference of any border in Q~ and any one in Qo is again in Q~0- By group 
properties, any f~ ~ Q~ can be obtained as 

f~ = f~o ~ • (2.2) 

where f~o is a fixed element of Q~o and ~? e Qo is uniquely determined by f~; 
A o B is the symmetric difference of A and B, 

For A, B c Q and A finite let 

k(AIB)  = IA - B[ - I A  c~ B[ (2.3) 

Then, if s e ~(V,  s ~ and f~(s ~ = ~)o, 

Hv(s)  - Hv( s  ~ = 2k(#[f~ o) (2.4) 

with ~ = f~(s) o f~o. Hereafter, f~o always denotes the border of  s ~ which is 
chosen to be a ground state ; ~ is always an element of Qo- Hence, 0 < k(~]f~o) 

A and B ~ Q are connected if there exists a a e ~fi such that A c~ a # 
and B c~ a # ~ .  An A = (2 is connected if A~ and A 2 are connected in any 
decomposition A = A~ w A 2 . An element of  Qo is a contour if any of its actual 
parts is not in Qo. In the following, F always denotes a contour. F is connected 
and IF c~ a[ = 0 or 2 for any a e ~ Any ~3 e Qo can be decomposed (though 
not uniquely) into the union of pairwise nonintersecting contours, k(~?lf~o) is 
additive in the contours of the decomposition. 

D e f i n i t i o n .  Given a ground state s ~ x e Zd is a Peierls point if there 
exist L and c > 0 such that 

k(Flf~o) >/clYI (2.5) 

i fx  e Int F and IF[ >~ L. Now, ~L,~(sO) is the set of  Peierls points for which (2.5) 
holds if IF[ ) L;  and 

~ ( s  ~ -- i)  ~L,~(s~ ~(s ~ = ~) ~ ( s  ~ 
c > 0  L>~2d 

is the set of all Peierls points. 
Let 

L ( x )  = min L (2,6) 
Xe~L(S o) 
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I f L ( x )  > 2d, one can find a con tour  such that  x e Int  F and k(FIDo) = 0. This 
we call a zero-energy contour .  

P r o p o s i t i o n .  ~ ( s  ~ is either the empty  set or it is the whole lattice. I f  

x E ~L,c(s ~ and 

IFI/> m a x ~ L  + 2d - 2, 
k 

then k(FIDo) > 0. Here  

(1 - c ) ( 2 d -  2) 
p ( Y , x )  + 4d + - -  3 

C 

p(1-, x) = min IlY - x/I 
yMntF 

P r o o L  I f x  ~ In t  F and IFI/> L, then k(Flf~o) > 0. Suppose  that  x q~ Int  F 
and put  p = p ( Y ,  x).  One can find 61 ,..., 6p contours  such that  I~il = 2 d a n d  F '  
= 61 o ... o 6p o F is a con tour  a round  x : x c Int  F' .  We have IF'[/> [FI + 2(p 
- 2)(d - 1) and by using the identi ty 

k(ga o 02]~) = k(~?ll f~) + k(~zln  ~ (~1) (2.7) 

one finds that  k(F'ff2o) ~< k(FIDo) + 2p(d  - 1) + 2. The combina t ion  of  these 

est imates yields 

k(FIDo)/> ~lrl 
if 

f 
IF[ ~ m a x { L  - 2(p - 2)(d - 1), 2 

( 

which proves  the Proposi t ion .  

p ( d -  1) + lc_e-_c_(_p - 2 ) ( d -  1)} 

F r o m  the Propos i t ion  it immedia te ly  follows that  L ( y )  <~ const  x IrylF. 
The original Peierls a rgument  m proves  the existence of  a phase  transi t ion 

if L ( x )  = 2d for  some x ~ Z a. A general izat ion can be found  in the following 
result : 

T h e o r e m  1. In Z d, let us have a potent ia l  o f  the type (1 .t). Assume that  
one can find a g round  state s o for which ~ ( s  ~ is not  empty .  Then there exists a 
flo > 0 such that  a phase  transi t ion occurs for  inverse tempera tures  fl > flo. 

The  mos t  interesting si tuat ion described by this t h e o r e m - - a n d  actually 
the only case when the original Peierls a rgumen t  does not  w o r k - - i s  tha t  where 
the sites are all Peierls points  but  there are zero-energy con tours  a round  each 
site, i.e., ~ ( s  ~ = Z d but  ~i~2d(S0 ) = ~ .  The fol lowing theorem shows tha t  in two 
dimensions  the usual case o f  a phase  t ransi t ion is somehow the oppos i te :  
~2d(S ~ is an infinite set. 
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Theorem 2. In two dimensions,  consider a potent ial  (1.1) and let s o be 
a g round  state with regard to it. Suppose that  ~ ( s  ~ is not  empty  and there 
exists a 0 > 0 and a t ra jectory 

X = { x o = O ,  Xl,X2 .... : x i ~ Z  2, d{xi,xl 1 ) = 1 ,  Ix/I--+ oo} 

such that  IFI < ,9 for any zero-energy contour  F intersecting with (X,  X>. 
Then ~4(s~ has an infinite connected part .  Moreover ,  ~4 (s~ is a set o f  positive 
density: if Tr = {x e 7/2: Ilxll ~ K } ,  then 

l iminf 1~4(s~ n TK[ > 0 
,~o~  IT,,[ 

We note that  the condit ions of  Theo rem 2 are met  if s o is a periodic 
ground state and ~ ( s  ~ is not  empty .  

3. THE PROOF OF T H E O R E M  1 

According to the Proposi t ion ,  0 ~ ~L(s ~ with some L >~ 2d. We choose a 
finite T c 7/~ such that  0 ~ T and,  if F is a con tour  with the proper ty  
I n t F  n {0} n A T #  ;~ then [FI ~> L. Here  A T d e n o t e s  the set {x~  T:d(x,Z ~ 
- T) = 1}. For  any finite V ~ T let us consider the restriction of  those 

g round  states with regard to T that  are equal  to s o outside V. This set o f  
configurat ions on Tis  denoted by Gv(s ~ T). Plainly, Gv(s ~ T) c Gv,(S ~ T) if 
V c V'. Moreover ,  IGv(s ~ T)[ ~< 2 Irl, whence there is a finite V 0 c 7/d such 
that  Gv(s ~ T) = G(s ~ T) independent ly of  V for  any V = V o. The p r o o f  of  
the theorem is given in two steps. 

(i) G(s ~ T) c~ G ( - s  ~ T) = ~ .  Suppose  tha t  this is not  true and let 
Sr E G(s ~ T) ~ G ( - s  ~ T). Then there exist two ground  states s I and s 3 such 
t h a t  s 1 = s 3 = sron  T a n d  s 1 = - s  3 = s o on Z d - V. Moreover ,  S 2 ~ - - S  3 is 
also a g round  state. Let 3i = f~(si) ~ t3o for i = 1, 2 and 012 = Q(s 1) ~ f~(s2); 
then k(~?ilf~o)= 0. Take  the following decompos i t ion  of  ~ into noninter-  
secting terms : 

~x = 0 F j u O '  
j = l  

chosen in such a way that  0 e Int  Fj f o r j  = 1, 2,..., n and 0 r Int  ~'. According 
to our  choice of  T, Int  F j c ~ A T =  Z and therefore U~= 1 Fj ~ (7 ;  T) .  On the 
other hand,  {712 c < V -  T, 7/a> and hence we obta in  ~312 ~ (U~=I Fj) = ~ .  
Let  

X = { x o = 0 ,  x l , x 2 , . . . :  d ( x l , x i _ l ) =  l, Ixil-4 oo} c g a 

be any trajectory.  Then Ia' c~ <X, X>I is even and Ic~2 c~ (X,  X>[ is odd :  the 
first follows f rom 0 ~ Int  0' and the second f rom the fact that  any decom- 
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posit ion of  CO~2 into the union of  nonintersect ing contours  must  have an odd 
number  of  contours  encircling the whole T. Then one obtains  that  

1(012o ~t) ~ ( X ,  xxV)[ 

= Icol~ ~ < x ,  X )  o co' c~ < x ,  X ) l  

---- [COx2 ~ (X,  X)[  + [c o' ~ (X,  X)[  - 21CO12 (3 CO' ~ (X,  X)]  

is also an odd number .  Therefore ,  there is at least one F c CO~2 ~ CO' such that  
0 ~ Int  F. Fur the rmore ,  F c~ ?~2 # ~ and hence Int  F m A T  va ~ ; this means  
that  k(F[~o)  > 0 and k(CO~2 o CO'[~o) > 0. This is, however ,  a contradict ion,  
because f rom ~72 = COx o 012 one gets 

k(#zlno) = ~ k ( r j fno )  + k(#~2 o co]no) 
j = l  

which is a sum of  nonnegat ive  terms and is equal  to zero. 
(ii) Let V ~ Vo and let #~,=o,v be the Gibbs  probabi l i ty  measure  on 

~ ( V ,  s ~ at inverse t empera tu re  ft. Then by the use of  Eq. (2.4) we get 

#~,=o,v(S) = Z(fi, s ~ V) - ~ exp[-2f lk(0 l f~o)  ] (3.1) 

if s E .~(V, s ~ and CO = ~(s)  o f~o. Suppose  that  for some e < �89 we can prove  
the existence of  a flo(0 such that  

#a,=ov(Srr G(s ~ T)) < E (3.2) 

if fl >/~o(e). Here  sT is the restriction of  s e .~(V, s ~ to T. Then 

#~,s0,v(sr~ G(s ~ T)) > 1 - E (3.3) 

and 

.~,-sO,v(sr ~ G(s ~ T)) = #~,sO, v(sr~ G ( - s  ~ T)) 

IJ~,=o,v(Sr(~ G(s ~ T)) < e (3.4) 

The first inequali ty in (3.4) is a consequence of  (i). The inequalities (3.3) and 
(3.4) together  prove  the existence of  a phase transi t ion for /3 >/3o(0.  To  
obtain  this result we show, by applying Peierls '  a rgument  to each point  of  T, 
that  (3.2) is true. Let CO(s) = ~)(s) o n o ; then 

{seCe(V,s~ s~r a(s ~ T)} 

= { s ~ ( V , s ~  CO(s) = F such that  k(Flf~o) > 0 

and I n t F m  T r  

= U U {= ~ ~ ( v ,  s~ �9 co(s) = v} (3.5) 
yeT Fc(V, Za): 

y~Int F,k(Flf~o ) > 0 
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Let 

c(y) = rain 
r:k(rlao) > o IFI 

y~lnt F 

k(F l~o)  

and put  c = miny~r c(y). This is posi t ive because every po in t  o f  T is a Peierls  
point .  F o r  every con tour  occurr ing  in (3.5), k(Flf*o) >~ clFI. We  write 

Ue,so, v(r) -= Y~ ue,,o,v(~) 
s ~ (  V,s o) : 

0 ( s ) = F  

N o w  the fol lowing inequal i t ies  ho ld :  

~,,o,v(s~r G(s ~ r)) <~ E E ~,so,v(r) 
y~T 1- :y~Int  F 

k( r [ f~  ~ > 0 

<. ~ Y. e -2~'lrl <~ ITI Y~ l ' 3 ' e  -2~cl 
yeT  V : ye ln t  V I > /2d  

The upper  b o u n d  is convergent  if /3 > log 3/2c and goes to zero with 
increasing/3. Therefore,  for  any  ~ < �89 one can find a/3o(e) < oo such that  (3.2) 
holds  if/3 >/3o(Q- 

4. THE PROOF OF THEOREM 2 

We begin by proving  three lemmas.  

I _ e m m a  1. In  7/d, let F z . . . . .  F N be finite contours .  Then 

F 1 o F 2 o " '" o F N = •(Int F 1 o Int  ]7  2 o " "  o Int  FN) 
for a n y N / >  1. 

ProoL F o r  N = 1 the s ta tement  is a direct  consequence  o f  the definit ions.  
We therefore  have {x, y} c~ Int  F r ~ and {x, y} - Int  F # ~ if  ( x y )  ~ F. 
N o w  let N > 1. Then ( x y )  e F 1 o '"  o FN iff ( x y )  ~ Fi, c~ Fi2 c~ ... c~ Fi= for 
some odd  m ~ N and ( x y )  r Fj for any  o ther  j .  This happens  iff 

{x, y} rn Int  F,k r ~ ,  {x, y} -- Int  F,k r 

for k = 1, 2,..., m and either {x, y} c Int  Fj, or  {x, y} c Z d - Int  Fj for any 

o ther  j .  Assume now tha t  x e l n t  Fik holds  for  exact ly  n values o f  
k E {1, 2 ..... m} and  x e Int  F j holds  for exact ly  p values o f j  #- i l ,  i 2 .... , i , .  
Then x is in the in ternal  region of  exact ly n + p contours .  O n  the o ther  hand ,  
y e Int  Fikjust  for the remain ing  m - n values o f k  and y e Int  T j for the same 
j ' s  as x is ; a l together ,  y is inside m - n + p contours .  Since n + p and m - n 
+ p have different  par i ty ,  we can find one and  only  one o f  x and  y in 
Int  F I  . . . .  o Int  FN and this is t rue iff  ( x y )  ~ a(In t  F ,  o ... o Int  Fu).  
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We say tha t  a set o f  con tours  F 1 . . . .  , F N is a min ima l  r ing a r o u n d  the origin 
if  it has  the fol lowing p rope r t i e s :  

N N 
0q~ Q) I n t F i ,  0 ~ I n t  U Fi ,  0 r  Q) F i any  j =  1 , 2 , . . . , U  

i=1 i=1 iCj 

In two d imens ions ,  the indices o f  the con tou r s  in a min ima l  r ing can be chosen 
in such a way tha t  F i ~ U i+ 1 is connec ted  for any  i = 1, 2 ..... N (N + 1 -= 1). 
F r o m  the min ima l i ty  p r o p e r t y  it fol lows tha t  F i w Fj  is no t  connec ted  i f j  ~ i 
- 1, i , i + 1 .  

I . e m m a  2. In  2 2, let F1 ..... Fu  be a min ima l  r ing a r o u n d  the origin for  

some N ~> 3. Assume  tha t  Int  F i o Int  Fi+ 1 is x /2 -connec t ed  for each i; N + 1 
1. Then there exists a F c F~ o ... o FN such tha t  0 ~ Int  F.  

Proo f .  Let Y~ be a t r a j ec to ry  which s tar ts  f rom the origin and  

N 

Yi ~ U I n t  Fj ~ I n t  F i - U I n t  F~ 
j = l  j~i 

The min ima l i ty  o f  the con tou r  set assures  the existence o f  such a t ra jec tory  for  
each i = 1,..., N. N o w ,  Y~ w Yi+l divides 7/2 in to  two halves.  One,  cal led the 

(i, i + 1) sector ,  does  not  con ta in  any  poin ts  o f  Int  F j  i f j  r i, i + 1 ; Yi u Yi + 
is cons idered  to be long here.  A n y  t ra jec to ry  s ta r t ing  f rom the origin and 
p roceed ing  inside the  (i, i + 1) sector  has  an in tersect ion with 

A i = In t  F i o Int  F i+ 1 - -  U Int  F j  
jr 

F u r t h e r m o r e ,  d(Ai ,  Ai+ l)  = 0 because  A i c~ Ai+ l c~ Yi+ l r ;~ . Therefore ,  
any  t r a jec to ry  s ta r t ing  f rom the or igin intersects  with 

N 

(.9 Ai  = Int  F 1 o ... o Int  FN 
~=1 

f rom which it fol lows tha t  0 e Int  F for  some 

F c •(Int F 1 o ... o Int  FN) 

By L e m m a  1, tha t  was jus t  the asser t ion.  

L a m i n a  3. In  7/d, let F~ and  F 2 be zero-energy  con tou r s  and  
In t  F 1 o Int  F 2 = C 1 ~ C2, where ei ther  C 2 = ;~ or  d(C1,  C2) > 1. Pu t  

A i -=  C i ~ Int  F 1 - Int  F 2 ,  B i = C i c~ Int  F 2 - Int  F 1 for  i = 1, 2 

I = I n t F  1 c ~ I n t F  2 

Then k(c~(A1 w I w B2)[~)o) = k(c3(A 2 ~d I t.A B1)[~o) = 0 
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Proof .  We introduce the nota t ions  

x l i  = ( A i ,  Bi), X2i = ( A i ,  Z d - (Int F 1 w Int  F2) ) 

x3i -- <I, B i ) ,  x4 = ( I ,  Z d - (Int F ,  u Int  F2) ) 

Xsi ---- ( g  d - (Int F 1 U Int  F2) , Bi) , x6i ~ (Ai ,  I )  

These eleven sets (i = l, 2) are pairwise nonintersecting.  Using them, we can 
write 

F 1 = X I1  Y X12 k_; X21 U X22 U X31 U X32 U X 4 

F 2 = X l l  g x 1 2  u x 4 u Xs1  u x 5 2  u x61 u x 6 2  

0(A 1 u I w B 2 )  = X l l  u x 1 2  g x21  " u x 3 1  u x 4 kJ x 5 2  g x 6 2  

63(A2 u I u B 1 )  = x i t  u x 1 2  u x 2 2  i.d x 3 2  ky x 4 u x51  k) x61  

Turning  to the energies, one finds that  

k(•(A x u I u B2)[~o) + k(~(A 2 u I u Bx)l~o) = k(['xff20) + k(F2l~o) = 0 

Since k(0l~o) is nonnegat ive,  this proves the assertion. 
Using these lemmas ,  the p r o o f  of  the theorem is the following. 
1. Suppose  first that  every maximal  connected par t  o f  ~4(s ~ is finite. 
(i) According to the Proposi t ion ,  0 e NL,c(s ~ with some L / >  4 and c > 0. 

Let 
K = max{L + 1, L/2c ,  0/2C 2} (4.1) 

and T K = {x e 7/2: ][xll ~< K} ; then one can find a V = irk finite connected set 
such that  

~ V N  ~/~4(S 0) ~-- {X e 7/2[ d(x,  V ) =  1} n N4(s ~ = 

Therefore ,  a zero-energy con tour  V(x)  exists a round  each point  x ~ ~ V. Now,  

/Ix[I > L and 3V is xf2-connected;  it follows that  0 r  U x ~ v I n t  F(x) but  
0 e Int  U ~ v  F(x). I f  {F(x): x s 6 V} is not  a minimal  ring a round  the origin, it 
can be turned into such a set by omit t ing several contours .  Let 

= ~ ..... r o, } c 6 v }  

be a minimal  ring . r(o~ r (o )  is connected and the indices be chosen such that  ~ w ~i + 
for i = 1,..., N o (N o + 1 = 1). 

(ii) Assume there exists an i for  which Int  F}~ Int  Fl~ 1 is not  x /2-  
connected.  We apply  L e m m a  3 with the identification F~ - F! ~ F 2 _= -~+r~~ It  
is plain that  

d(Int  F i(0)+ 1'  Int  -i+2!r(~ ' ~ X/2, d(Int FI ~ Int  ~i+2,r(~ , >  x /~  

therefore 

d(Int F~ ~ o Int  -i+~r(~ Int  -i+2)r(~ ~ ~ N ~  
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Now,  Int  - i  F(~ o Int  -ivc~ a = Ca w C 2, where C1 is chosen to be a maximal 

connected set o f  the symmetric difference such that  d(Ca ,  Int ~i+2)r~~ ~ x/~. 
The set C 2 is not  empty  and d(Ca ,  C2) > 1. Using the notat ions o f  Lemma 3, 
we have C a = A 1 w B1, where 

d (A  x , Int li+2)F(0) ] > ~ ,  d ( B  a , Int r(o)~i+2! ~ ~ N ~  

and, plainly, B~ :~ ~ .  It follows therefore that O(A z u I ~ B a) is connected 
with -i+2F(~ and there is a F '  c 0(A 2 w I w Ba) contour  connected with rco)ji+~ 
and having zero energy. Moreover ,  F '  -r -~+arC~ For ,  let us suppose that F '  

'-c~ " by definition, Int _~+ a = ~ + ~ ,  r~(~ = B a u I  w B2 and in this case B 2 must  be 
empty.  But C2 =~ ;~ ; therefore A 2 -r ;~. N o w  we have F '  = ~(I w B~) and 
69(A 2 u I ~ B 1) = F '  w 63(A2) , which is a union of  nonintersecting terms. This 
means that  d(I  u B 1 , A2) > 1 and hence d(I ,  A2) > 1. Notice,  however,  that  

I n t F l  ~176 = i w C  a u C 2 = l u C ~  w A 2  

r(O) [otherwise is a connected set because FI ~ n ,~+~ 4= 

r(o) = rco) orco) = ~(Int rco) o Int  rco) FI O) U ~ i + 1  --i a i + l  --i i i + l l  

is connected,  which yields Int  Fl ~ o Int_~+~r~c~ to be x/2-connected] .  But 
d(C1,  A2) > 1 and therefore d ( l u  C a, A2) > 1, contradict ing the connectivity. 
We also have F '  r F} ~ because FI ~ and root ~ + 2  are not  connected. It is true 
that F ' c  _~rc~ ,~ ~rc~ ~ and, contours  having no contour  subsets, we get 
F'  n FI ~ r ~ .  The contours  o f  the set S '  - S c~ co) - {F,+I} u {V'} have the 
properties k(Flg2o) = 0 for F a S' ,  0q~ Urns, Int F, but  0 a l n t  Urns. F and 
Urns. F ~ ~ v  F(x). Let S c~l ~ S '  be a minimal ring a round  the origin. 

(iii) Then 

This we prove by showing that  

rU. V + rU. I n t F  < r~,o, F + r~sUo, I n t F  

It is sufficient to show that  

F(O) _ F~O} r~o) lint r-co). _ Int  FI ~ I n t - i + 2  i+1 --i -- --i+Z -- F'[ + " i + ,  _ rco) -- Int  P'[ ~> 1 
(4.3) 

I f  B 2 = ;~, then C 2 = A z ~ ;J. Also, x62 = (A2,  I )  ~ ;~ because otherwise 
d ( A : ,  I )  > 1, which has been excluded previously (I is not  empty,  due to the 
choice o f  i). But 

X62 ('3 (F! 0) U F '  k_) F[~ = ~ and X62 ~ F(O) -- i+1 



214 A. Siit6 

Therefore the first term of  (4.3) is positive. If  B 2 ~ s then d(B 1 u I, B2)  = 1 
because o f  the connectivity o f  Int r-~0) Fur thermore ,  either BI = ~ or ~ i + t  - 

d(B1, B2) > 1', in both  cases d(l, Bz) = 1. It follows that  B2 r Int  -i+~r(~ and, 
at the same time, 

B 2 = Int  -i+lr(~ and B 2 c~ (Int F} ~ w Int  F')  : ;~ 

This assures the positivity o f  the second term of  (4.3). 
In (ii) we defined a t ransformat ion leading f rom S (k) to a new minimal 

ring o f  zero-energy contours  S tk+ 1). Inequali ty (4.2) guarantees that  after a 
finite number  o f  steps one gets a minimal ring a round  the origin S (') - S 
= {F1 ..... FN} formed by zero-energy contours  with tile proper ty  that 

I n t F  i o l n t F  i+l is x//2-connected for i = l , 2 , . . . , N  ( N + I - 1 ) .  Also, 
r, = r ( x ) .  

(iv) Let x � 9  2 and F such that  x � 9  k ( F l ~ o ) = 0 ,  and let p 
= miny~ntv/lyll. Then p ~> c[]bxl] - (L + 3)/2]. This follows from the 
inequalities 

2(1 - c) 2 
2[(llxl[ - p) + 1] + 2 ~< IFI < - -  p + - + L + 7 

C C 

The first is obvious and the second comes f rom the Proposi t ion.  p = p(F, 0) 
with the notat ions o f  the Proposi t ion.  If  x e 6V, then tlxll /> K + 1 and with 
the choice (4.1) we get p(F(x), 0) >~ Kc/2.  As a consequence,  ify c Ux~0v F(x) 
is a contour  a round  the origin, then 171 i> 4 ( K c -  1)~> L. The second 
inequality is due to the choice o f  K and the fact that  L ~> 4. 

(v) We now complete the p roof  of  the first assertion o f  the theorem. ISI 
= N />  2; suppose first that  N = 2rn, m ~> 2. Let 3e = F2 o F 4 o ... o FN and ~3 
= F x o F 3 o ... o F N_ 1 ; plainly k(0~lf20) = k(O~lf~o) = 0. Also, 

k(a~ ~ a~l~o o ~D : k (aJ~0)  - k(a~lno) = 0 

where we applied Eq. (2.7). Therefore, if 7 c 0~ o c3 is a contour  a round  the 
o r ig in - -and  such a contour  certainly exists, due to Lemma 2 - - t hen  
k(ylOo o # e ) - - 0 .  Consider now the border  7 o #~. We have 0 �9 Int  7 and 
0 r Int ae; therefore 

0 � 9  7 o Int  0e = Int  7 ~ Int F2 o Int  F,~ o .-- o Int  FN 

This means that  there exists a contour  7' a round  the origin such that  

7' ~ 7 o ~e = 8(Int 7 o Int  F 2 o ... oInt  Fw). 

Whence,  

0 ~< k(7'lf~o) ~< k(T o ~elf20) = k(~lf~o) + k(71f~o ~ ~ )  = 0 

i.e., k(7'lf~o) = 0. However ,  7' c Ux~av F(x) and f rom (iv) one knows that  17'1 
/> L. This contradicts 0 �9 ~L(s~ 
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Let N ~> 3, and be odd.  The indices o f  the contours  o f  S can be chosen 
such that  Int  F1 ~ X # ;~. Here X is the trajectory occurr ing a m o n g  the 
condit ions o f  the theorem. This time, 8e = F2 o F4 o ""o FN-1 and 8 
= F1 o F 3 o "" o F N. We have k(Se]f~o) = 0 and 

0 ~< k(8~l~o) = k(F,  - FNIn0) -- k(F1 m FNIf~o) < 0 

IfT' is a contour  constructed in the same way as before, then 0 ~< k(v'lflo) < 0 
and 17'1 ~> 4(Kc - 1) t> L. Therefore 

k(y'lf~off]?'p < O/4(Kc - 1) ~< c (4.4) 

which contradicts  0 e ~L,c(s~ The second inequality o f  (4.4) comes f rom (4.1) 
and the fact that  L >/4. 

What  remains is N = 2. I f 0  e Int(F1 o F2) , this does not  differ f rom the 
case o f  even N. I f 0  6 Int(F~ o F / )  and F 1 is a con tour  with length less than 0, 
one can modify  F 1 and get a F 1' such that  0 E Int(F~'  o F2)  , [Fa' ] < 0,  and 
Int  F 1' c Int  F~. F r o m  the latter proper ty  it follows that  p(F 1', 0) ~> Kc/2 ; if 
we put  3 e = F 2 and c?~ = F I '  , the p r o o f  is the same as for odd N. 

2. N o w  we turn to the p roo f  o f  the second assertion o f  the theorem, i.e., 

liminf[[~4(s ~ c~ T~I/ITMI] > 0 

One can easily show that  this is true if 

liminf[l~4(s ~ ~ 6TMI/[6TMI] > 0 (4.5) 
M--~ ~3 

where 

cST M = { x e Z 2 :  d(x, T u ) = l }  = { x e Z 2 :  Hx/I = M + I }  

The p r o o f  o f  (4.5) follows the same lines as that  o f  the first part. Suppose (4.5) 
is not  t rue;  then there is a series o f  integers 0 < K1 < K 2 < ... such that  

lim [l~4(s ~ c~ 6T~oI/I6Td] = 0 
n ~ o o  

Let ~ < c(c - 1/K)/4, where K i s  given by (4.1). There is an n o = no(Q such 
that 1~4(s~ < 4EK, if n /> no. We fix an n >/n o so large that  
K , />  K. Let D1, D 2, . . . ,  D,, be the points o f  ~4(s ~ c~ 6TKo. The c~(Di) are 
contours  with positive energy, ~?(D~) ca c3(Dj) = ;~, and 

~ ]c3(Di)l = 4m < 16EK, 
i = 1  

For  any x e 6 irK, we choose a F(x) ;  let this be a zero-energy con tour  a round  x 
if L(x) > 4 [see Eq. (2.6)] and be ~?(D~) if x = D~. Starting with this set o f  
contours ,  we repeat the procedure  described above in par t  1. When  producing 
a minimal ring a round  the origin, some o f  the 8(D~) contours  may  be ruled 
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out; if that happens with all of  them, the proof  is reduced to that of the first 
assertion. If  the minimal ring contains a ~(Di), it will not be affected by the 
transformation [l(ii)]. Let {F1 ..... Fu} be the finally obtained minimal ring 
and k(Fl[f~o) > 0. This time, 

i even i odd J :  k ( F i l ~ o )  > 0 
k ( F d ~ o )  = 0 k (F i ] t )o )  = 0 

One obtains that k(tge]f~o) = 0 and 0 ~< k(t?~lf~o) ~< l@K,. If 

? ' c  U 
xE5 TKn 

is a contour around the origin, constructed from 0 e and ~3 in the same way 
as in part l(v), then IYI >/4(K~c - 1 )  >1 L and 0 ~< k(Yl~o) ~< 16eKe. We 
therefore have 

k(7'lf~o) _< 4eK~ 

I / I  K , , c -  1 

which contradicts 0 ~ PL,c(s~ 

5. D I S C U S S I O N  

The search for models of spin-glasses has given rise to a large body of 
work on the thermodynamic properties of systems with a frustration 
potential. We do not wish to review this field, nor to discuss the properties of  
spin-glasses, but only mention that many works conclude with some 
negative statement concerning the existence of a suitable frustration model in 
two (and probably in three) dimensions. The two-dimensional "odd  model"  
proposed by Villain ~6) is a model without a phase transition ; Andr~ et at., ~7~ in 
a study with periodic Ising frustration potentials in d = 2, noticed that their 
system, though undergoing a phase transition, always contained infinite 
connected sets of ferro- or antiferromagnetically ordered spins in the ground 
states. In " t r u e "  models of  spin-glasses the interactions J~y are considered to 
be random variables. A series of Monte Carlo studies with such potentials ~8'9) 
also suggested the absence of spin-glass behavior. 

The motivation for the present work was to throw some light on the 
background of this failure. Though the comparison of the present study with 
the above work is not immediate, we think that some of the features of our 
results are rather suggestive. If spin-glasses have to be described by phase 
transition models, the dominance of free blocks, i.e., zero-energy contours, 
can make them different from magnetically ordered materials. According to 
our second theorem, however, zero-energy contours do not play a dominant 
role in two-dimensional phase transition models. 
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